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DeepFake = Deep Learning + Fake

TTS
Text To Speech

Image deepfake  video deepfake

Impersonation

Replay
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B Motivation
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B Architecture overview
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B Experiments

Experimental settings
Data sets: the ASVspoof2019 data set is trained and tested on the
ASVspoof2021 Logical Access (LA) and DeepFake (DF) data sets.
Preprocessing: the input speech is randomly cut into a 4 seconds segment
Traditional feature: 128-dimensional log mel-filterbank
Optimizer: 1e-4 Adam optimizer
loss function: cross entropy loss

learning rate: 1e-6
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B Experiments

Experimental result

Table | Performance Comparison with Other Single Systems on the Evaluation

Set of the Asvspoof 2021 LA

System ==NC) t-DCF
CQCC-GMM 15.62 0.4974
LFCC-GMM [31] 19.3 0.5758
LFCC-LCNN [32 9.26 0.3445
RawNet2[®] 9.5 0.4257

LFCC-ECAPA-
TDNN [33] 5.46 0.3094
SSL-AASIST [24 4.48 0.3094
Our 4.12 0.3008

Table Il Results of Different Modules in Asvspoof 2021 LA Scenarios

System EER(%) t-DCF
SSL-ATT-Resnetl18 452 0.3105
Self attention fusion- Resnet18 4.85 0.3134
Self attention fusion-ATT- 412 0.3008
Resnet18
{
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Experimental result

Table 111 Comparison of the Results of Each System on the
Asvspoof 2021 DF dataset

System EER(%)
CQCC-GMM 25.56
LFCC-GMM 25.25
LFCC-LCNN 23.48

RawNet2 22.38
LFCC-ECAPA-TDNN 20.33
SSL-AASIST 457
Self attention fusion -
Resnet18 2
Selfattention fusion - 5 34
AT T-Resnetl8 '
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B Conclusion

We have implemented a self-attention-based combination of self-
supervised features and Logmel features to better capture complex
patterns and contextual information in audio signals.

With the help of CBAM, the performance of self-attentional
combination features on ASVspoof 2021 LA is further improved.
The experimental results show that we achieved a certain

iImprovement in performance on the ASVspoof 2021 LA and DF

datasets.
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Thank you for listening!
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